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Solar activity is defined by dynamics of photospheric and 
coronal active region magnetic fields.

From: Solar Dynamics Observatory (SDO)

➔ Buoyantly rising flux tubes form 
active regions (ARs).

➔ Flows impact morphology of ARs 
e.g. twists and rotations.

➔ Twisted magnetic fields 
accumulate non-potential energy 
and become unstable.

➔ Unstable AR magnetic fields are 
responsible for flares and CMEs.



Characterisation of AR magnetic field complexity — Heuristics 
vs Modelling.

Coronal magnetic-field extrapolation

(at the photosphere boundary)

● Potential field extrapolation

● Linear/non-linear force free field 

extrapolation



Photospheric Vector-magnetic-field features are indicative of 
the imminent flare-productivity of an AR.

● Space-weather HMI Active Region Patches (SHARPs) Vector-magnetic field 

features (Bobra et al. 2014)

● Quantify AR magnetic field complexity and extensively used for flare forecasting



We use deep learning to quantify AR complexity from LOS 
magnetograms in terms of SHARPs vector-field-features.

➔ Purely “data-driven modelling” of 
AR vector-fields - more 
sophisticated than heuristics, less 
rigorous than true modelling.

➔ “Improving” the historical ground-/ 
space-based LOS magnetic field 
observations

Kitt Peak 1974 - present
GONG 1995 - present
MDI 1996 - 2011
HMI 2010-2011

➔ Allowing for robust space-weather 
forecasting models.



We use SDO/HMI as well as GONG LOS magnetograms to 
obtain SHARPs features.
➔ HMI - 0.5 arcsec per pixel, GONG - 2.5 arcsec per pixel (no explicit 

cross-calibration)
➔ AR magnetograms are remapped to CEA - hmi.sharps_cea_720s
➔ We consider only observations that are within ±45° of the central meridian
➔ We include only relatively large ARs - maximum area > 25 Mm2

➔ 2:1 - Training:Validation AR split, 10 times (no mixing of observations from same 
ARs between training, validation and test sets).

➔ Six hourly samples are drawn from each AR



We use an inception-based CNN architecture.

➔ Outputs are N SHARPs vector-field features
➔ No fully connected layers, the input magnetograms are of variable sizes. 

Prevents spurious effects as a consequence of resizing (Bhattacharjee et al 
2020).



We develop three different CNNs to obtain SHARPs features 
from different mutually correlated groups.



True and CNN estimated SHARPs features are strongly 
correlated.



The CNN-estimated mean free energy values from HMI 
magnetograms are in good agreement with true values.



The CNN-estimated values capture the time-evolution of AR 
magnetic fields reasonably well except at the extreme values.



Pearson correlations between time derivatives of true and 
CNN-estimated features for trend comparison.



Forecasting performance of >M flares using CNN obtained 
SHARPs features with support vector machines is consistent 
with true SHARPs.

➔ We explicitly separate training and test sets based on ARs.
➔ We do not consider ARs with maximum area <= 25Mm2  (all non-flaring).
➔ Flare forecasting using LDA of individual SHARPs is also consistent.



The evolution CNN estimated features during  Halloween 2003 
storms is qualitatively consistent with that obtained using 
explicit modelling.

Other Modelling Approaches:

● Magnetic virial theorem (Metcalf et. al. 
2005, Régnier & Priest 2007)

● Force-free field extrapolation (Régnier & 
Priest 2007)

● Minimum current corona model 
(Kazachenko et al. 2010)

NOAA 10486



Summary and outlook
➔ We obtained a reliable reconstruction of vector-field-features important for 

space-weather forecasting, particularly mean free energy. Our method can be extended 
to historical LOS observations.

➔ The SHARPs features estimated here are not exclusive, rather to be thought of as 
placeholders for any AR vector-magnetic-field feature important for understanding 
solar activity and improving space weather forecasting.

➔ Many improvements are necessary and possible - explicit cross-calibration, improved 
regression with more data, super-resolution.

➔ Generative deep learning algorithms (e.g. cGANs) to obtain the complete full 
vector-magnetograms. 

➔ More rigorous treatment using physics based loss functions and physics informed 
models [Interpretation].
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