
  

Many scores have been proposed. Here we make the two following working assumptions:
● The output of interest is a real continuous variable
● The forecast we want to generate is a Gaussian distribution
In this case, one appropriate score to measure the forecast accuracy is the

For a perfect (deterministic) forecast CRPS = 0

Problem statement
Most of the models used in Space Weather (physics-based or empirical) are deterministic, meaning 
that they provide single-point predictions.

It is important to be able to generate probabilistic forecasts, that is to associate uncertainties to 
single-point predictions.

Indeed, many would argue that 
a forecast is not a forecast if it is not probabilistic! 

How to generate a probabilistic forecast
from a deterministic model?

The ACCRUE (Accurate and Reliable Uncertainty Estimate) 
method solves that problem

The standard way is by ensemble modeling, i.e. in a Monte Carlo fashion: one produces an 
ensemble of (single-point) forecasts by slightly changing the initial conditions or some other 

parameters of the model. The ensemble results can then be interpreted probabilistically.

Reliability Diagram
A Reliability diagram measures how closely the 
forecast probabilities of an event correspond to 

the actual chance of observing the event.
It shows the Observed frequency 

of an event plotted against its 
Forecast probability. 

Accuracy:  how do you measure it?

Accuracy- Reliability cost function
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Serious drawbacks of the Monte Carlo approach:

● Robust but extremely expensive: very slow convergence rate (square root of the number of 
samples);

● Assumes that one knows the correct probability distribution of inputs/parameters, which are often 
non-observables. To be done correctly, this would require a Bayesian calibration as in:

which itself requires Markov-Chain Monte Carlo samples!
Do not EVER run an ensemble simulation without having performed 

a Bayesian calibration of your parameters!

“30% chance of rain tomorrow”

What does it mean?

If you take a large enough sample of days for which it is predicted “30% chance of 
rain”, it rains in about 30% of these. Tomorrow belongs to that sample.

Or, more simply (but you must really be a Bayesian): it will rain in 30% of all the 
instances of tomorrow.

This is the definition of 
Reliability of a probabilistic forecast

Over-confident

Under-confident

Reliability is necessary but not sufficient.  Why? Take a climatology model (prediction based on the long-term 
observed average). By definition Climatology has perfect reliability, but no skill!

We also need accuracy!

Problem re-statement
We have a deterministic model that produces an output μ, as a function of a multi-

dimensional input x.

We want to use μ as the mean value of a Gaussian distribution that is 
interpreted as a probabilistic forecast.

What is the optimal value to choose for the standard deviation σ ? 
(in general also  function of x)

IDEA (that does not work):  Define σ as the one that minimizes the score CRPS. 

This is easy. Simply differentiate

The minimizer of CRPS is                             hence the variance is proportional to 
the error. 

Why does it not work?  The approach of simply minimizing CRPS does not work, 
because it generates forecasts that are not reliable (i.e. CRPS does not enforce 
reliability)

Example: for the same model, by 
decreasing CRPS one gets a worse 
reliability diagram

IDEA (that works!)
Define a cost function that enforces simultaneously reliability and accuracy.

We call it the Accuracy-Reliability (AR) cost function 

First, we need to define a Reliability Score (RS), i.e. 
a measure of how reliable a model is.

 Again we restrict to the case of Gaussian forecast.

The main idea is that for a reliable model the relative 
errors are also distributed normally. 

We define the RS as: 

 the relative errors, and the  

A crucial detail of this work is that the RS as defined above 
can be calculated analytically, via expansion into a 
telescopic series:

Keeping in mind that the CRPS and the RS are competing 
scores, this becomes a two-objective minimization 

problem.
We can finally define our Accuracy-Reliability cost function 

as a linear combination of the two:

Problem re-re-statement:
Given a number of observations y and 

model predictions μ we want:

1) to estimate the optimal standard 
deviations σ that minimizes the AR 

cost function;

2) to have a mechanism that 
generates σ as function of the inputs 
x for unseen data (i.e. without having 

the observations y)

We use a deep neural network to 
achieve both goals  

Take home message (and results)
We have designed a generative model that:
● Takes a set of deterministic forecasts and the corresponding ground truth values (the 

details of the deterministic model are not important: it can be empirical or physics-based)
● Transform the deterministic forecasts into probabilistic predictions, in the form of Gaussian 

distributions
● The probabilistic forecast is guaranteed to be both accurate and reliable (i.e. a trade-off 

between the two)
● By using a neural network the standard deviations are generated as function of the 

multidimensional input, for any (new) input.

Example: DEN2D is a data-driven, deterministic  model that estimates the electron plasma density in 
the plasmasphere. We generate probabilistic  predictions based on DEN2D. The colormap is the 

electron density mean, the isocontours the associated standard deviations

The general public does not understand the meaning of a probabilistic forecast 

What is a probabilistic forecast 
anyway?
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In the case of Gaussian 
forecast the CRPS has an 
analytical expression:

where μ is the mean, σ the 
standard deviation and yo 

the observed value.
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