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Standard Approach

● The golden standard approach to estimate uncertainties based 
on a deterministic model is by running a 

Monte Carlo ensemble 
(e.g. by small perturbations of 
initial conditions) 

● This has two problems:
– It requires many runs (expensive)

– It requires to know what is the 
probability distribution of inputs        
(as in the work of R. Sarma , Thursday morning)



Take home message 
We have devised a method that:

– Estimates the uncertainties associated with single-point outputs generated 
by a deterministic model, in terms of Gaussian distributions;

– Ensures the optimal trade-off between accuracy and reliability;

– Does not need to run ensembles. It costs as much as training a neural 
network

– Code available: zenodo.1485608 



Utilitarian Approach

Let us assume that for a single 
(multidimensional) input x, our model 
predicts an output y = f(x).

Blue line → Model output
Red line → Real (observed value)

Working hypothesis:
We want to use the model output as the 
mean of a Gaussian distribution that is 
interpreted as a probabilistic forecast.
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Continuous Rank Probability Score

What is the optimal width of a 
Gaussian forecast?

“Optimal” with respect to what?

We use the CRPS as a score for 
“accuracy”. 

● CRPS is a generalization of 
Brier score

● It has a simple graphical 
interpretation

● CRPS = 0 for perfect forecast
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● CRPS is a generalization of 
Brier score

● It has a simple graphical 
interpretation

● CRPS = 0 for perfect forecast

● CRPS = ∫(C ( y )−H ( ŷ))2dy

CDF Step function



Continuous Rank Probability Score

For a Gaussian distribution, CRPS has an analytical expression 
which is a function of:
– Error ε: difference between model output and observed value 

– Standard deviation σ 

If we define the optimal σ the one that minimizes CRPS

we obtain a probabilistic forecast that is not RELIABLE



What is a probabilistic forecast anyway?



What is a probabilistic forecast 
anyway?



Reliability diagram

Reliability is the property of a 
probabilistic model that measures its 

statistical consistency with 
observations. 

For example, for forecasts of 
discrete events, the reliability 

measures if an event occurs on 
average with frequency p, when it 
has been predicted to occur with 

probability p. 

Underconfident

Overconfident



Reliability diagram

The values of σ that minimize CRPS 
can be derived analytically:

σ2
opt

 ~ ε2

The more we minimize CRPS, 
the worse reliability we get.

Mathematical proof is 
straightforward. 

See arXiv:1811.12692



Reliability diagram

The values of σ that minimize CRPS 
can be derived analytically:

σ2
opt

 ~ ε2

A given value of CRPS is not 
informative on the reliability

See arXiv:1811.12692

Constant CRPS



Reliability Score

We define an analytical Reliability Score (RS)
– It measures how far the distribution of standardized errors ε/σ is from a 

Standard Normal distribution (other definition of reliability)



Two-objective cost function

● This is a two-objective optimization problem, because reliability 
and accuracy are competing objectives.

● We define the Accuracy-Reliability (AR) cost function:

AR = CRPS + β * RS

● Accuracy and Reliability cannot both be minimized simultaneously
● We have to find the best trade-off

Accuracy        Reliability



The Method
● Take a sample of N errors ε (difference 

between model output and observed values) 
and the corresponding model inputs x

● We define as optimal standard deviation σ the 
one that optimizes the Accuracy-Reliability 
cost function (that has an analytical 
expression)

● We also want to have a way of generating a 
smooth function σ(x)  for any value of x

● We use a neural network that takes x as input 
and produces σ(x) as output by minimizing 
AR cost function. 



Synthetic example



DEN2D: model for plasmasphere 
electron density 

Estimates the electron 
density based on history 
of geomagnetic indexes 
using a Neural Network. 

X. Chu et al. JGR (2017)



DEN2D: model for plasmasphere 
electron density 

Estimates the electron 
density based on history 
of geomagnetic indexes 
using a Neural Network. 

X. Chu et al. JGR (2017)

Estimate of the standard deviation (uncertainty) with 
the AR method



Machine Learning benchmark

Lesson learned from ML community: new methods are always tested against standard 
benchmarks and compared with ‘baseline’ methods 



Take home message 
We have devised a method that:

– Estimates the uncertainties associated with single-point outputs generated 
by a deterministic model, in terms of Gaussian distributions;

– Ensures the optimal trade-off between accuracy and reliability;

– Does not need to run ensembles. It costs as much as training a neural 
network

– Code available: zenodo.1485608 
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