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Objective
◦ Direct access to magnetograms from a lim-

ited number of sources recordings.

◦ EUV images offer vantage points from the
far side of Sun.

Objective: Generate magnetograms out
of EUV images, and assess the errors

made when using the generated models
into PFSS

Image to Image translation

◦ Learn an input/output mapping.

◦ Unsupervised/supervised methods.

◦ Paired / unpaired translations.

◦ Applications: collection style transfer, ob-
ject transfiguration,season transfer, photo
enhancement....

Dataset
Dataset of AIA and HMI specifically prepared
for helping machine learning operations [1].

◦ rebinned on 1024×1024 images.
◦ 2 min cadenced.
◦ spatially and temporally aligned.

2010-2012 images shuffled into training/test set.
Dataset #
Training set 12 000
Test Set 3 945

Implementation
◦ Model trained on an Intel Xeon Gold

2.11 GHz, 4 NVIDIA Titan XP GPUs.

◦ Implementation issues: Python 3.5, Tensor-
flow 1.14.

◦ Algorithm parameters: Adam optimizer,
learning rate =10−4.

◦ Training time: 4 days.

Algorithm
Adaptation of a multimodal Image to Image translation algorithm [2].

• The latent space of images can be decomposed into a content space C and a style space S
• Images in the domains share a common C, but not the S’s.
• Image translation is performed by combining its content code with the style code of an image

in the target space (paired or unpaired).
• Using random target styles, it is possible to provide several realizations of the translation.

Content and Style encoding
For each domain (EUV,HMI), the latent space of autoencoders (E,D) is factorized into a content
code C and a style code S.

E
E
U
V

SEUV

CEUV

D
E
U
V

E
H

M
I

SHMI

CHMI

D
H

M
I

SEUV CHMI CEUV SHMI

HMI→ EUV EUV→ HMI
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Losses
◦ Bidirectional loss: ∀x ∈ {EUV,HMI} Lx = Ex∼p(x) [‖Dx(Cx, Sx)− x‖1]

◦ Latent reconstruction: with q ∼ N (0, 1) and x 6= y ∈ {HMI,EUV }:

• LCy = ECy∼p(Cy),Sx∼q(Sx) [‖Cx(Dx(Cy, Sx)− Cy‖1]

• LSx = ECy∼p(Cy),Sx∼q(Sx) [‖Sx(Dx(Cy, Sx)− Sx‖1]

◦ Adversarial losses: if Gx is a discriminator trying to distinguish between real and fake x images,

∀x 6= y ∈ {HMI,EUV }Lx
G = ECy∼p(Cy),Sx∼q(Sx) [log(1−Gx(Dx(Cy, Sx))) + Ex∼p(x)log(Gx(x)

]
Total Loss: if x=HMI, y=EUV

min
ExEyDxDy

max
GxGy

Lx
G + Ly

G + λ1(Lx + Ly) + λ2(LCx + LCy) + λ3(LSx + LSy)

Results
Example: images taken on May, 23rd 2010

304 EUV image Translation in HMI Bz HMI Bz image Translation in 304 EUV.

Different translation styles (304→ HMI translation) HMI Translation Error (log scale)

Validation
◦ Visual assessment (difference map in log

scale on the test set).

◦ Quantitative indexes: MSE, cross-partial
correlations

◦ Physical error: using the generated models
into PFSS models.

Perspectives
◦ Input of models of the solar wind

◦ Train on more images / years.

◦ Explore other channels / multichannels im-
age translation.

◦ Fuse information from different channels to
generate magnetograms.
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